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Abstract. As increasing levels of multimedia data online require more
sophisticated methods to organise this data, we present a practical sys-
tem for performing rapid localisation and retrieval of human actions from
large video databases. We first temporally segment the database and
calculate a histogram-match score for each segment against the query.
High-scoring, adjacent segments are joined into candidate localised re-
gions using a noise-robust localisation algorithm, and each candidate
region is then ranked against the query. Experiments show that this
method surpasses the efficiency of previous attempts to perform similar
action searches with localisation. We demonstrate how results can be
enhanced using relevance feedback, considering how relevance feedback
can be effectively applied in the context of localisation.

1 Introduction

In recent years search engines – such as Google – that operate on textual in-
formation have become both mature and commonplace. Efficient and accurate
search of multimedia data, however, is still an open research question, and this
is becoming an increasingly relevant problem with the growth in use of Internet
multimedia data. In order to perform searches on multimedia databases, cur-
rent technology relies on textual metadata associated with each video, such as
keyword tags or the video’s description – unfortunately such metadata are of-
ten incomplete or inaccurate. Furthermore, even if a textual search engine can
locate the correct video, it cannot search within that video to localise specific
sub-sequences that the user is interested in.

Compared to this, content-based retrieval systems present a better alterna-
tive. Such systems directly search through the content of multimedia objects,
avoiding the problems associated with metadata searches. Content-Based Im-
age Retrieval (CBIR) is the primary focus of many researchers. Video retrieval
(CBVR) has also been studied [1], but to a far lesser degree. Retrieval of human
actions in particular has received relatively little attention in comparison to ac-
tion recognition, with some notable exceptions in [2,3]. This is perhaps because
human actions are particularly difficult to retrieve because only a single query
example is provided to search on, but this single query cannot capture the vast
intraclass variability of even the simplest of human actions. Additionally, if the
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Fig. 1. An overview of the localisation and ranking aspects of our algorithm. Relevance
feedback has been omitted for clarity.

query itself is noisy it can be difficult to isolate the relevant features of the ac-
tion. One method researchers use to overcome this issue is relevance feedback,
such as presented in [2].

Finding relevant videos alone is not enough for a practical video retrieval sys-
tem. It is also necessary to localise the relevant segments within longer videos,
as in the real world actions of interest are rarely neatly segmented. In the image
domain, Rahmani et al. [4] and Zhang et al. [5] have combined retrieval with
spatial localisation of objects. In videos, most localisation to date has been per-
formed in a recognition context, such as in [6]. However, more recently Yu et al.
[3] have performed human action retrieval combined with localisation.

Our goal is to introduce a time-efficient system for performing human action
retrieval, showing how localisation and retrieval can be integrated while main-
taining accuracy. We argue that, compared to previous works such as Yu et al.[3]
our method is an order of magnitude more efficient in time and space, making
it far more practical for real-world searches, while still maintaining practical
accuracy. Furthermore, we experiment with the addition of relevance feedback
in various forms, demonstrating that even imperfectly localised feedback can be
used to significantly improve results. We believe ours is the first work to consider
the effect of noisy relevance feedback samples in our experimentation, detailed
further in section 3.

2 Localisation and Retrieval

Our foremost consideration in performing video localisation and retrieval is ef-
ficiency, as videos are data-intensive and yet searches need to be fast to be
practical. In this section, we detail a localisation algorithm. This algorithm has
linear complexity with respect to the size of the database, the potential to be
further optimised, yet makes little sacrifice in accuracy. We additionally reduce
the query time through batch pre-processing of the database to a compact rep-
resentation. As it is based on local features, our algorithm is scale-invariant,
robust against noise and partially viewpoint invariant.



22 S. Jones and L. Shao

2.1 Pre-processing

In the pre-processing stage it is helpful to consider previous work on human
action recognition. Approaches to human action recognition are broken down
into two categories based on the feature extraction method: global feature-based
methods and local feature-based methods [7]. Global feature based methods, such
as [8], consider the whole human shape or scene through time. Local feature-
based methods, such as [9,10], discard more potentially salient information, such
as the structural information between features, so are generally not as accu-
rate on clean datasets. However, they are typically more robust against noise.
Some methods, however, including the spatio-temporal shape context [11] and
spatio-temporal pyramid representations [12], are local feature-based but par-
tially retain structural information between features. The localisation technique
presented in this work is similar to these structure-retaining representations.

The first step in our approach is to reduce the video database to a compact
representation. As we want our algorithm to operate on realistic datasets, we use
local features. Features are detected using Dollar’s method [10] at a loosely con-
stant rate with respect to time, at multiple spatial and temporal scales. At each
detected point, we extract a spatio-temporal cuboid and apply the HOG3D [13]
descriptor. We base our choice of detector on a human action classification eval-
uation study [14], and the descriptor on the experimental results shown in [13].
Next we assign each of the features one of k distinct codewords/clusters, as in the
Bag-of-Words method. To achieve this, we first reduce the feature descriptors’
dimensionality using principal components analysis. We then perform k-means
clustering on the reduced descriptors, and each feature is assigned to one cluster.
Each feature is then represented by a single value – its cluster membership.

We then aggregate these features in a way suitable for rapid localisation.While
Yu et al.’s fast method [3] for action localisation can often localise the optimal
3D sub-volume, generating a score for each STIP using Random Forests is too
expensive for real-world retrieval. Feature voting[6] is another potential scheme,
but we have experimentally determined that such methods are only stable when
applied to clean datasets. We instead propose to use a BoW-derived approach
to video representation, visualised in part of Figure 1. Each database video is
divided into time-slices t ∈ T , of nf frames, and we create a code-word frequency
histogram Ht for all the features within each t. Each histogram is normalised,
and nf is chosen to be approximately half the size of the smallest query that
can be searched on. The time-slices do not overlap, as preliminary experiments
have shown this does not improve accuracy. While this representation is simple,
we show through experiments that it captures sufficient information to localise
a human action. All of the aforementioned steps can be processed once on the
database in batch – this improves the time efficiency of later user searches.

2.2 Search

Previous work [15,16] on human action localisation typically utilise a trained
model – this requires several examples of the target action and the accompa-
nying ground truths. This is not possible in a retrieval context, where only a
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single query example is provided. Some researchers have made attempts to per-
form image retrieval with spatial localisation [4,5], and one work focuses on
spatio-temporal retrieval and localisation of videos [3]. However, all of the afore-
mentioned techniques are computationally complex, making them unsuitable for
real-world retrieval. We present a more efficient system below.

To search, the user provides a video example of the human action they want
to find. The system performs feature extraction on this query in the manner
described in section 2.1, but a single normalised histogram is generated for the
entire length of the query, rather than for time-slices. To search for an action
within a single video taken from the database, we first use a simple metric to cal-
culate the similarity between each time-slice histogram and the query histogram
Hq. This metric is the histogram intersection:

s(Hq, Ht) =

k∑

i=1

min(Hi
q, H

i
t) (1)

If nf is chosen appropriately, each time-slice t can only, at best, represent a
small fraction of the action being searched for, thus Hq and Ht will not be fully
correlated. However, we show in our experiments below that the histogram inter-
section still generates a stronger response generally for relevant time-slices than
irrelevant ones. Aggregating s over all t ∈ T gives a time-series Sq,T representing
the similarity s of each t ∈ T to q.

Analysing Sq,T , it is possible to find candidate regions for the localised action.
One possible approach involves finding local peaks in this series. However, such
a method proves too sensitive to noise. Our best method applies thresholding
and then candidate segmentation. First, any t where Sq,t is below a threshold
is discarded. This threshold is one standard deviation above the mean over all
Sq,T . Next, we identify false negative time-slices that occur during an action: if
time slice ti and ti+2 are candidates, then ti+1 is also considered a candidate.
False-negative time-slices are often caused by brief interference with the action,
such as a person walking in front of the actor as the action is performed. (The
assumption is made that even the shortest action will span several time-slices,
making the choice of nf important.) Finally, remaining candidate time slices
without neighbours are also discarded, as candidate regions are unlikely to be
only nf frames in length. (N.B. these last two steps are somewhat analogous to
the region growing and shrinking methods found in image segmentation.) After
this, any temporally contiguous set of time slices remaining are considered to
be a single candidate for the action. The computational complexity of the entire
localisation process is O(|T |).

Performing these steps on all videos in the database, the system identifies a
large set of candidate regions. A single feature frequency histogram Hc is gen-
erated over each candidate region, and s(Hq, Hc) is used to rank the candidates
by their relevance to the query. The top X of these are returned to the user. The
entire process is shown in Figure 1.
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3 Relevance Feedback

We can use relevance feedback (RF) to iteratively improve both the ranking and
localisation aspects of our algorithm. After an initial search, RF can improve
results by combining the original query with user feedback about the quality of
the initial results, to generate a more discriminative query. Usually this second,
more discriminative query will return better results than the original query. To
date, RF has been used mostly in the image retrieval domain [17,18], but has
also been applied to human action retrieval in more recent years [2].

In this work, relevance feedback occurs after the localisation and retrieval have
been performed once as described above to give an initial ranking of videos. The
user provides binary feedback on the relevance of several highly-ranked results,
and the histograms associated with these results are used to train new local-
isation and retrieval algorithms. To improve localisation, we use the feedback
histograms and the original query histogram to train an SVM, with the his-
togram intersection shown in equation 1 as the SVM’s kernel. Then, to calculate
the relevance of each time slice t, we measure the distance from the SVM’s hy-
perplane to Ht. The rest of the localisation algorithm proceeds as described in
§2.2. To improve our ranking with relevance feedback, we replace the histogram
intersection shown in equation 1 with a simple query expansion metric that only
utilises positive feedback pos. This query expansion takes the following form:

Dt,pos = min(s(Hp, Ht)|p ∈ pos}) (2)

Applying relevance feedback to a system with localisation results in an unusual
issue. Results returned to the user are often neither completely irrelevant nor
completely relevant – a result may be mostly relevant, but imperfectly localised.
In light of this problem, does the user have to manually re-localise the feed-
back both spatially and temporally before rerunning the query? Two methods
of providing feedback are considered in our experiments.

4 Experiments

4.1 Setup

In this section, we describe experiments to demonstrate our algorithm. We use
the MSR II human action dataset [19] based on its popular use in other human
action localisation works. This dataset consists of 54 videos, totalling approxi-
mately 46 minutes of footage, containing 203 total examples of actions. The three
classes of action are: handwaving, handclapping and boxing. These actions are
performed orthogonally to the camera in a very similar fashion to one other, but
the localisation is made more difficult due to various issues such movement of
action-unrelated actors in the background and spatially/temporally overlapping
actions.

During feature extraction, we extract, on average, 3 features per frame, at 4
different spatio-temporal scales. Because boxing can be performed to either the
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Fig. 2. (a) Precision-recall of localisation+retrieval after having performed relevance
feedback iteratively. The improvements of successive RF iterations can be seen clearly
here. (b) The precision (% of true positives) of the top 20 results after relevance feed-
back in different scenarios. We show both imperfect and user-adjusted relevance feed-
back. We also show the effects of applying relevance feedback to the localisation and
ranking algorithms in isolation, to see their contributions to the overall improvement
in precision.

left or the right, all features are also mirrored on the y-axis, giving an average
of 24 features per frame. In the creation of the feature codebook, we use PCA
to retain 95% of the total variance, and for clustering k = 1000.

Leave-one-out cross validation is performed, treating each of the 203 actions
as the query in turn, averaging results over all runs. We use the following method

to determine the accuracy of our localisation: let L(E,G) = length(E∩G)
length(E∪G) where

E is the temporal extent of the estimated action, and G is the temporal extent
of the closest ground truth. An action is considered successfully localised when
L(E,G) ≥ 0.5. To simulate a user’s relevance feedback, we use the ground truth
to determine up to 5 examples of each of positive and negative feedback.

4.2 Results

Figure 2a shows a precision-recall graph using our optimal setup over the whole
MSR II dataset, after various iterations of imperfect relevance feedback. Preci-
sion and recall are usually used in the context of binary relevance. To use these
metrics with localised results, however, we need a way of determining whether
an imperfectly localised result is still relevant. In [3], the authors determined
relevance of a result differently for precision and recall. However, we contend
that this method creates an unintuitive statistic, which cannot be interpreted in
the same way as traditional precision-recall. We use the single, stricter criterion
L, defined above for both precision and recall.
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The effects of relevance feedback on the precision of the top 20 results is
shown in Figure 2b. Only results that satisfy L(E,G) ≥ 0.5 are considered for
positive relevance feedback. Negative relevance feedback is taken from results
where L(E,G) = 0. We have considered both “imperfect” feedback, unmodified
from the results, and user-adjusted feedback, where the spatial and temporal
extents of positive feedback are modified to exactly match the ground truth.
While user-adjusted feedback performs better, imperfect feedback still shows a
significant improvement after one and subsequent rounds of relevance feedback.
This could have practical implications for the usability of a retrieval system
with localisation. We also consider the effects of applying relevance feedback to
only localisation, and only retrieval, to show their individual contribution to the
overall improvement in precision.

We ran our experiments using MATLAB R2009a, on a 2.9GHz Core 2 Duo
PC, with 4GB RAM, running 32-bit Windows 7. The database is 46 minutes in
length, and the mean length of a query video is 5.7 seconds. The average time for
a query with and without relevance feedback are 0.298 without relevance feed-
back, and 0.847 with relevance feedback, excluding offline computational costs.
These times are at least an order of magnitude better than previous results. Our
algorithm could also potentially be accelerated through programmatic optimi-
sation, or its computational complexity reduced through a search of hierarchical
time-slices according to size.

5 Discussion

We have created and demonstrated the use of an efficiency-focused video retrieval
system with localisation. Our relatively simple localisation search can still give
practical results, but completes in a fraction of the time of any previously re-
ported algorithm. We have additionally looked at the application of relevance
feedback in a retrieval context, and have shown that both user-adjusted and
imperfect feedback can be used to improve results significantly.

Our proposed method’s primary weakness, compared to existing algorithms,
lies in its inability to separate spatially-distinct background noise from the results,
which may cause incorrect ranking of the candidates. This has not significantly
affected our results on the MSR II, but on more complex datasets, such as the
HMDB[20] it may become a problem, particularly as the number of actions may
decrease accuracy[21]. In future work, we will investigate ways to spatially isolate
actions without the performance costs associated with branch-and-bound derived
methods. Additionally, further experimentation needs to be done onmore complex
datasets, such as HMDB [20], to prove the algorithm’s general applicability.
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